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Abstract

We introduce a Bayesian nonparametric method for the clustering of network flows, sequences of packets observed during the communication between pairs of hosts. Our goal is to infer the application types without inspecting in detail the content of each packet, avoiding the so-called DPI (Deep Packet Inspection). Instead, we only use simple to derive features such as packet size or direction (upload/download) and represent each flow by a sequence of symbols from a finite alphabet. The flows are naturally modeled as a mixture of Markov models, generated by a Dirichlet process. We have implemented a blocked Gibbs sampler for inferring cluster assignments by integrating out the model parameters. The clustering results obtained on data captured from a real network seems to be coherent.

1 Introduction

Network traffic classification is an important and challenging problem. It plays a crucial role in network management, such as quality of service, security, and trend analysis. The goal is to infer the applications that generate a certain group of packets, such as video, peer-to-peer, gaming, email etc. Traditionally, application type could be inferred simply via investigation of the IP-port number, however this approach is no longer effective as there are now many different kinds of network applications, some of which deliberately change their behavior in order not to be detected, such as peer-to-peer protocols. Another difficulty is that due to privacy requirements and computational burden, it is desirable that classification algorithms are allowed to use only partial information present in the network data and avoid deep packet inspection (DPI).

While there are several different approaches to traffic classification [1, 2, 3], in this work, we are interested in flow-based clustering [4, 5, 6]. We are going to use flow statistics between two communicating pairs, ignoring everything else such as the payload of the network packages, DNS information, connectivity patterns of hosts, etc. We collected our real world data by monitoring our own network activity. The individual flows labels in the real world data are not known, but we know which flows belong to which application. We also generated synthetic data according to our generative models, for the verification of our method.
We modeled the network flows as Markovian time series and assumed that they are generated by a Dirichlet process mixture model [7]. We implemented a Gibbs sampler, to infer the number of clusters and cluster assignments of the flows in both synthetic and real world data, and observed coherent results.

2 Methodology

A network flow \( f \) is a chain of packets \( s_{1:T} \) transmitted according to a protocol between a source node and destination node. Each packet has the following properties: arrival time, protocol, up/down flag, and size. Currently, we use only up/down information and size, \( s_i = \{up/down, size\} \). Moreover, the size in bytes is quantized into \( S \) levels, so each packet \( s_i \) is an element of a state space with cardinality \( 2 \times S \). Each flow is generated by a first order Markov model \( p(s_i|s_{i-1}; \theta) \) where \( \theta \) are the model parameters (initial state distribution and transition matrix). The complete data set \( F = \{f^1, f^2, \ldots, f^N\} \) is generated by a Dirichlet process mixture.

\[
\begin{align*}
    f^n|\theta_i & \sim \text{MarkovModel}(\theta_i) \\
    \theta_i|G & \sim G \\
    G & \sim \text{DirichletProcess}(G_0, \alpha)
\end{align*}
\]

\( G_0 \) is the prior distribution of Markov model parameters, that we take as an independent Dirichlet for each rows of the transition matrix. At each step, a new flow is generated by either one of the available Markov models, or a new Markov model is introduced with a probability dictated by a Polya-urn scheme. The parameter \( \alpha \) is the concentration parameter, which affects the tendency to generate new Markov models. In the process, flows that are generated by the same Markov model forms a cluster. Let’s call \( c_i = j \) if flow \( i \) is in cluster \( j \). The (marginal) likelihood of \( F \) conditional on the partitioning \( c \) is:

\[
p(F|c) = \int p(F|c, \theta)p(\theta)d\theta = \prod_m \int p(F^{(c=m)}|\theta)p(\theta)d\theta
\]

\( F^{(c=m)} = \{f^n \in F|c_n = m\} \)

Due to the conjugacy of \( p(\theta) \), for each \( c \), this expression can be evaluated in closed form. As the number of flows increase, the inference for the cluster assignments \( c = \{c_1, \ldots, c_N\} \) becomes intractable (the number assignments \( c_i \) represent different partition of the flows into clusters, and the number of possible partitions grows super exponentially with the total number of flows given by the Bell numbers). We use a collapsed Gibbs sampler for sampling from \( p(c|F) \), by integrating out the Markov parameters, with the following full conditionals:

\[
p(c_i = j|c_{-i}, F) \propto p(c_{-i}, c_i = j) \int p(F|c_{-i}, c_i = j, \theta)p(\theta)d\theta, \quad (c_i \text{ belongs to cluster } j)
\]

\[
p(c_i = c_{\text{new}}|c_{-i}, F) \propto p(c_{-i}, c_i = c_{\text{new}}) \int p(F|c_{-i}, c_i = c_{\text{new}}, \theta)p(\theta)d\theta, \quad (c_i \text{ belongs to a new cluster})
\]

where, \( c_{-i} \) is the all cluster indicators except \( c_i \).

3 Results

In the experiments done with synthetic data, we observed that the number of clusters formed by the Gibbs sampler are close to the ground truth, and the clusters successfully group together flows, generated from the same Markov models. However we cannot elaborate the success of our method quantitatively on the real world data without the ground truth. But, Figure 1 shows two examples of clusters found in the real world data and it is observed that the clusters group together the flows with similar characteristics.

Figure 2 shows a clustering result on real world data which contains 4 different applications. We did not use DPI ground truth, but we separately collected the flows for each application in order to match the flows with their applications. It’s observed that each application contains many types of flows; some of these types are shared, and some are unique for the application.
Figure 1: Visualization of 2 network flow clusters found on the real world data. Each line represents a flow. The x-axis represents the time, blue upward arrows shows up packets, red downward arrows shows down packets. Arrow lengths represent packet sizes. It can be seen that the flows in each cluster have similar properties. In part (a), long red arrows shows that the flows have large down packets. In part (b), sizes of up and down packets are mostly small.

4 Discussions

The clusters formed by our method do not immediately determine an application’s type, but we can consider that they form a dictionary which may be helpful in the type inference. As the future work, we plan to develop new models which determine an applications type by investigating the distribution of its flows among the clusters.

Whenever a new type of application is observed, the nonparametric method allows the introduction of new clusters, which means adding new words to the dictionary. This adaptivity is important for the analysis of the network traffic data, since new types of applications emerge frequently.
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(a) Clusters formed by a video application (dailymotion).

(b) Clusters from two video applications (dailymotion & youtube).

(c) A voip application is introduced (gtalk).

(d) Second voip application is introduced (skype).

Figure 2: Visualization of the clustering process. The left nodes are applications, which is a collection of many flows. The right nodes represent the clusters. The numbers next to the clusters are the number of flows in that cluster. The order of the numbering is the order of the applications. (a) shows a single video application which is composed of 5 types of flows. In (b) two video applications are shown. They share 4 clusters. In (c), a voip application is added. It shares 3 clusters with video applications and forms 3 new clusters. In (d), the second voip application forms one new cluster. It also shares 2 clusters with the voip application, and 5 with video applications.
